Learning Hierarchical Visual Representations in Deep Neural Networks

Using Hierarchical Linguistic Labels Contact: jpeterson@berkeley.edu
Joshua Peterson, Paul Soulos, Aida Nematzaden, & Tom Gritfiths, University of California, Berkeley

CATEGORY LEARNING APPROACHES EXPLORING REPRESENTATIONS GENERALIZATION

Training - Conditions

Image classification models in computer vision use Which labels result in representations that match people?
. : 1 subordinate 3 subordinate 3 basic
single labels for each object class. We evaluated the correlation Model R2
between the neural basic training (a=1) | .57
O @ O . O representations and human sub training (@=0) | .41
| similarity judgements. basic training (a=1),
Pug Dalmatian  Zebra Tow Truck o . . sub tuning (a=.5) 38
Tralfnlng Wlftwh basic labels only ~0b training (a=0) Test - Pick everything that is a “dax” Generalization Model
erforms the same as previous —
\?vork using onl suborcg)inate basic tuning (@=5) |~ d
Children learn multiple Level s onty e
labels (Peterson, et al., 2016). Peterson et al., 2016 | .58 9(gi, ¢) = da0)
|abe|S fOr d COncept: @ Superordinate A Z] e J?
Animal Subordinate Label Training Basic Label Training
=
% Lolpe ”", Trained on subordinate labels Trained on basic labels Human (Xu & Tenenbaum, 2007)
Basic > RIS Y S RIORREE 8 z
. 3 . - . ::. .... | . ¢ S e '4% 75 -
ire D08 0 R Rl S P R P g s0-
. '::'-'J.'.r' | R . "'i .'.'-: iy ' "':':' Pl A ; T .25 -
O @ O s mEEer 0 e ||E
b ‘. ‘, an RS e T e w . e v 1 sub 3 sub 3 basic 1 sub 3 sub 3 basic 1 sub 3 sub 3 basic
Pug Dalmatian Poodle R canife o soanans Ty | | | |
* T e B -";f& 4-’.". . . ’ Trained on sub, tuned on basic Trained on basic, tuned on sub
oo o *'.- fg 1 4
Which level of abstraction results in representations - 5 75 - Bl subordinate Match
I I ior? S 50 -
that better capture human generalization bahavior- = 0o S S imate W Vessel . e Match
Basic label training forms clusters over subordinate objects. e gsb oAb Ieh s shese
TRAINING Basic label training produces human-like generalization.
aLpasic + (1 — @) L supordinate Subordinate Label Training

We train a CNN to
predict classes at

CONCLUSION

Softmax Softmax

multiple levels of a (Basic) (Superordinate)

hierarchy, each WWMWWW Subordinates are already perceptually similar, so basic level

weighted using the v ' supervision appears to be sufficient to learn the taxonomy.

hyperparameter a. Final Representation Basic Label Training Future work should explore how few-shot learning strategies
coo 508 might benefit these biases.

Subordinate- and

Artificial Natural

basic-level labels
were taken from
ILSVRC12 and

Wang and Cottrell Input Image

Hidden Representation

l J. Peterson, J. Abbott, and T. Griffiths. Adapting deep network features to capture
' nsychological representations. CogSci, 2016

Convolutional
Neural Network

[.rlr'm.[!ﬁ;!hpjl,_._,ﬁﬂ[[.“!,[ﬁ,’!ﬂ P. Wang and G. W. Cottrell. Basic level categorization facilitates visual object
recognition. arXiv preprint arXiv:1511.04103, 2015.

[BE AR A ol lit TWHII i WW e {H‘NT' m.ﬁﬁ- Iﬂn. bigadaiiid -H’ml. DR pﬂ:

. : . C : : F. Xu and |. B. Tenenbaum. Word learning as Bayesian inference. Psychological review,
(2015) respectively. Basic label training shows a distinct hierarchical taxonomy. 114(2):24é, 007, 59> By yEnores




